Instructional
Insensitivity of Tests:

Accountability’'s Dire Drawback

If we plan to use tests for purposes of accountability, we need to know that they
measure traits that can be influenced by instruction. Mr. Popham offers a model

procedure for judging our tests.

By W. James Popham

ARGE-SCALE accountability
tests have become increasingly
important. They influence the
deliberations of policy makers
and affect the day-by-day be-
haviors of teachers in their class-
rooms. The premise underlying
the use of these accountability
tests is that students’ test scores will indicate the
quality of instruction those students have received.

If students score well on accountability tests, we
conclude that those students have been well taught.
Conversely, if students score poorly on accountabili-
ty tests, we believe that those students have been poor-
ly taught.

Furthermore, advocates of these tests make two as-
sumptions: 1) that teachers who realize they are going
to be judged by their students’ test scores will try to do
a better instructional job and 2) that higher-level au-
thorities can take action to bolster the quality of in-
struction in schools or districts where test results indi-
cate ineffective instruction is taking place. For either
of these assumptions to make sense, the accountabil-
ity tests being employed must actually be able to deter-
mine the effect of instruction on students’ test scores.
However, all but a few of the accountability tests now
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having such a profound impact on our nation’s schools
are instructionally insensitive. That is, they are patently
unsuitable for use in any sensible educational account-

ability program.

INSTRUCTIONAL SENSITIVITY

A test’s instructional sensitivity represents the degree
to which students’ performances on that test accurate-
ly reflect the quality of the instruction that was provid-
ed specifically to promote students’ mastery of what-
ever is being assessed. In other words, an instructional-
ly sensitive test would be capable of distinguishing be-
tween strong and weak instruction by allowing us to
validly conclude that a set of students’ /igh test scores
are meaningfully, but not exclusively, attributable to
effective instruction. Similarly, such a test would allow
us to accurately infer that a set of students’ /ow test scores
are meaningfully, but not exclusively, attributable to in-
effective instruction. In contrast, an instructionally 77-
sensitive test would not allow us to distinguish accurate-



ly between strong and weak instruction.

Students’ performances on most of the accountabil-
ity tests currently used are more heavily influenced by
the students’ socioeconomic status (SES) than by the
quality of teachers’ instructional efforts. That is, such
instructionally insensitive accountability tests tend to
measure the SES composition of a school’s student body
rather than the effectiveness with which the school’s stu-
dents have been taught.

Instructionally insensitive tests render untenable the
assumptions underlying a test-based strategy for edu-
cational accountability. How can the prospect of annual
accountability testing ever motivate educators to im-
prove their instruction once they’ve realized that better
instruction will not lead to higher test scores? How can
officials accurately intervene to improve instruction on
the basis of low test scores if those low scores really aren’t
a consequence of ineffective instruction?

There is ample evidence that, instead of improving
instructional quality, ill-conceived accountability pro-
grams can seriously diminish it. Teachers too often en-
gage in curricular reductionism and give scant, if any,
instructional attention to content not assessed by ac-
countability tests. Too often teachers impose excessive
test-preparation drills on their students and thereby ex-
tinguish the genuine joy those students should experi-
ence as they learn. And too often we hear of teachers
or administrators disingenuously portraying students’
test scores as improved when, in fact, no actual improve-
ment has taken place.

Yet, while the distinction between instructionally sen-
sitive and insensitive accountability tests may be readi-
ly understandable and the classroom consequences of
using instructionally insensitive accountability tests are
all too apparent, it accomplishes little when educators
complain, even profusely, about policy makers’ reliance
on the wrong kinds of accountability tests. Educators
who simply carp about accountability tests are usually
seen as individuals eager to escape evaluation. Only when
we can convincingly demonstrate that an accountabili-
ty program is relying on instructionally insensitive tests
will we be able to remedy the current absurdity. Clear-
ly, we need a credible procedure to determine the in-
structional sensitivity of a given accountability test.

This article describes the main features of a practical
procedure for ascertaining the instructional sensitivity
of any test, whether it is already in use or is under de-
velopment. Because the instructional sensitivity of an
accountability system’s tests is the dominant determi-
nant of whether that system helps or harms students,
this approach should be used widely. Although the chief

ingredients of the approach are described here, devils

hide in details, and thus a more detailed description of
the procedures is available from wpopham®@ucla.edu
or at www.ioxassessment.com.

GATHERING EVIDENCE

There are two main categories of evidence for de-
termining the instructional sensitivity of an account-
ability test: judgmental evidence and empirical evidence.
Judgmental evidence can be collected by using panels
of trained judges to rate specified attributes of a test.
Empirical evidence can be provided by students” actual
test scores, but these test scores must be collected under
specific conditions — for instance, by comparing dif-
ferences between the test scores of “taught” and “un-
taught” students.

Whether the instructional sensitivity of a test is de-
termined by reliance on judgmental evidence alone, em-
pirical evidence alone, or a combination of both, in-
structional sensitivity should be conceived of as a con-
tinuum rather than a dichotomy. Rarely will one en-
counter an accountability test that is zozally sensitive
or insensitive to instruction. The task facing anyone who
wishes to determine an accountability test’s instruction-
al sensitivity is to arrive at a defensible estimate of where
that test falls on such a continuum.

For practical reasons, the chief evidence to be routine-
ly gathered about a test should be judgmental, not em-
pirical. If resources permit, empirical studies should be
used to confirm the extent to which judgmental data
are accurate. But in today’s busy world of education, the
collection of even judgmental evidence regarding instruc-
tional sensitivity would be an improvement. The assem-
bly of confirmatory empirical evidence is desirable but
not absolutely necessary when embarking on an apprais-
al of an accountability test’s instructional sensitivity. A
number of key test-appraisal procedures currently rely
only on judgment-based approaches, for instance, studies
focused on content-related evidence of validity are based
on judges’ reviews of a test’s items.

There is nothing sacrosanct about the kinds of judg-
mental evidence for appraising instructional sensitivi-
ty or how to go about assembling such evidence. One
practical method is to create panels of 15 to 20 curricu-
lum specialists and teachers who are knowledgeable about
the content. If the results of an instructional sensitivi-
ty review are to be released to the public, it is sensible
to include several noneducators as panelists for the sake
of credibility.

After receiving ample orientation and training, pan-
elists would use 10-point scales to rate the tests on four
evaluative dimensions. For each evaluative dimension,
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panelists would be given a rubric that contains suffi-
cient explanatory information and, as necessary, previ-
ously judged exemplars so that all panelists would use
similar evaluative perspectives.

Panelists could use a variety of procedures for their
tasks. But most likely their procedures would be similar
to either the iterative models that have been commonly
employed in setting standards for the past couple of
decades or the judgmental methods used in recent years
to ascertain the alignment between a state’s accounta-
bility tests and the content standards those tests are os-
tensibly assessing. In both of those approaches, panel-
ists typically make individual judgments and then share
them with the entire panel. After that, an open discus-
sion of panelists’ judgments occurs, followed by another
set of individual judgments. As many iterations of this
procedure are carried out as are necessary for the group
to reach a consensus. Another method uses the average
of the panelists’ final ratings as the overall judgment.

The four evaluative dimensions that should be used
are 1) the number of curricular aims assessed, 2) the clar-
ity of assessment targets, 3) the number of items per as-
sessed curricular aim, and 4) the instructional sensitiv-
ity of items. As noted above, panelists would be given
sufficient information to allow them to rate each di-
mension on a 10-point scale. Then the four separate rat-
ings would be combined to arrive at an overall rating
of a test’s instructional sensitivity. Those who are de-
signing an instructional sensitivity review need to de-
termine whether to assign equal weight to each of the
four dimensions or to assign different weights to each
dimension.

NUMBER OF CURRICULAR AIMS ASSESSED

Experience makes it all too clear that teachers can-
not realistically focus their instruction on large num-
bers of curricular aims. In many states, lengthy lists of
officially approved curricular aims often oblige teach-
ers to guess about what will be assessed on a given year’s
accountability tests. More often than not, there are far
too many “official” curricular aims to be tested in the
available testing time (or, in truth, to be taught in the
available teaching time). After a few years of guessing
incorrectly, many teachers simply abandon any reliance
on the state’s sanctioned curricular aims. If an account-
ability test is to be genuinely sensitive to the impact of
instruction, all teachers should be pursuing the same
curricular aims, not teacher-divined subsets of those
aims.

Clearly, therefore, one evaluative dimension to be
considered when determining an accountability test’s
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instructional sensitivity should be the number of cur-
ricular aims assessed by the test. Note that there is no
reference here to the worth of those curricular aims. Ob-
viously, the worth of a set of curricular aims is extreme-
ly important, but the appraisal of that worth should be
a separate, albeit indispensable, activity. A test’s instruc-
tional sensitivity is not dependent on the grandeur of
the curricular aims being measured.

To evaluate the number of curricular aims assessed,
it is necessary to deal with those curricular aims at a
grain size (that is, degree of breadth) that meshes with
teachers’ day-to-day or week-to-week instructional de-
cisions. Evaluators must be wary of aims that are too
large. If the grain size of a curricular aim is so large that
it prevents a teacher from devising activities sensibly
targeted toward that curricular aim, then the curricu-
lar aim’s grain size is too broad. For example, some states
have very general sets of “content standards,” such as
“measurement” or “algebra” in mathematics. This grain
size is much too large for panelists to make sense of
when using this evaluative dimension. Instead, a panel-
ist’s focus needs to be on the smaller curricular aims
typically subsumed by more general standards. These
smaller curricular aims are often labeled “benchmarks,”
“indicators,” “objectives,” or something similar.

The rubric for this evaluative dimension should be
organized around a definition in which higher ratings
would be given to a set of curricular aims whose num-
bers would be regarded by teachers as easily addressed
in the instructional time available. In other words, if
teachers have enough instructional time to teach stu-
dents to achieve a// of the curricular aims to be assessed,
panelists would give the highest ratings. In contrast,
lower ratings would be given to sets of curricular aims
regarded as too numerous to teach in the available in-
structional time, because teachers would be uncertain
about which of the aims would be assessed on a given
year’s accountability test.

CLARITY OF ASSESSMENT TARGETS

The second evaluative dimension revolves around the
degree to which teachers understand what they are sup-
posed to be teaching. If teachers have only a murky idea
of what constitutes the knowledge or skills they are sup-
posed to be teaching — as exemplified by what’s meas-
ured on an accountability test — then those teachers
will often end up teaching the wrong things. Thus an
instructionally sensitive accountability test should be
accompanied by descriptive information that describes
not only the types of items eligible to be used on the
test but, more important, the essence of the skills or



knowledge the test will be measuring. If teachers have
a clear understanding of what’s to be measured, then
their instructional efforts can be directed toward those
skills and bodies of knowledge rather than toward spe-
cific test items. A test consisting of items that measure
instructional targets that teachers understand is surely
more apt to accurately measure the degree to which
those targets have been hit.

The manner in which an accountability test describes
what it’s supposed to be measuring can, of course, vary
considerably. Sometimes state officials supply no de-
scriptive information beyond the curricular aims them-
selves. In other instances, a state’s educational authori-
ties provide explicit assessment descriptions intended
to let the state’s teachers know what’s to be measured
by the state’s accountability tests. And, of course, there
are many other ways of describing what’s to be assessed
by an accountability test. Thus, in carrying out a judg-
mental appraisal of an accountability test’s descriptive
clarity, the material under review should be whatever
descriptive information is readily available to teachers. 1t
this turns out to be only the state’s official curricular
aims, then that’s the information to be used when pan-
elists render their judgments about this second dimen-
sion of instructional sensitivity. If a state’s tests have
more detailed assessment descriptions, then this is the
information to use. The descriptive information to be
reviewed by panelists must be routinely accessible to
teachers, not hidden in the often fugitive technical re-
ports associated with an accountability test.

The rubric for this evaluative dimension should em-
phasize the teachers’ likely understanding of the nature
of the skills and knowledge to be assessed. Higher rat-
ings would be supplied when panelists believe teachers
can readily comprehend what's to be assessed well enough
to design appropriate instructional activities.

Ideally, before ratings on this evaluative dimension
are collected, a separate data-gathering activity would
be carried out in which a half-dozen or so teachers are
first given copies of whatever materials are routinely
available that describe the accountability test’s assess-
ment targets, are asked to read them carefully, and then
are directed to put that descriptive information away.
Next, in their own words and without reference to the
previously read descriptive material, the teachers would
be asked to write, independently, what they understood
to be the essence of each skill or body of knowledge to
be assessed. The degree to which such independently
written descriptions are homogeneous would then be
supplied to the panelists before they render a judgment.
This information would supply panelists with an idea
of just how much ambiguity appears to be present in

the test’s descriptive materials. Although not necessary,
this optional activity would clearly strengthen the con-
clusions reached by the panel.

ITEMS PER ASSESSED CURRICULAR AIM

The third evaluative dimension on which an account-
ability test’s instructional sensitivity can be judged deals
with whether there are enough items on a test to allow
teachers (as well as students and students’ parents) to
determine if each assessed curricular aim has been sat-
isfactorily achieved. The rationale for this evaluative fac-
tor is straightforward. If teachers can’t tell which parts
of their instruction are working and which parts aren’t,
they’ll be unable to improve ineffectual instructional
segments for future students. Moreover, if there are too
few items to determine a student’s status with respect
to, say, a specific skill in mathematics, then a student
(or the student’s parents) can’t tell whether additional
instruction appears to be needed on that skill. Simi-
larly, if teachers are given meaningful information re-
garding their incoming students’ skills and knowledge
at the beginning of a school year, then more appropri-
ately tailored instruction can be provided for those new
students. Although not strictly related to a test’s instruc-
tional sensitivity, the reporting of students’ status on
each curricular aim can transform an instructionally sen-
sitive test into one that is also instructionally suppor-
tive.

The number of items necessary to arrive at a rea-
sonably accurate estimate of a student’s mastery of a
particular assessed skill or body of knowledge depends,
of course, on the curricular aim being measured. Broad
curricular aims require more items than do narrower
ones. Thus the number of items on a given test might
vary for the different curricular aims to be measured.
Panelists need to make their ratings on this evaluative
dimension by reviewing the general pattern of a test’s
distribution of items per assessed curricular aim after
taking into consideration the particular outcomes be-
ing assessed.

The rubric to appraise this evaluative dimension
should take into account the number and representative-
ness of the sets of items being used. Panelists would first
be asked to review any materials describing what the
test is supposed to measure, then consider the degree
to which a designated collection of items satisfactorily
provides an estimate of a test-taker’s achievement. High
ratings would reflect both excellent content represen-
tativeness and sufficient numbers of items. In other
words, to get a high rating on this evaluative dimen-
sion, there would need to be enough items to assess a
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given skill or body of knowledge, and those items would
need to satisfactorily sample the key components of the
skill or knowledge being measured. Low ratings would
be based on too few items, insufficient representative-
ness of the items, or both.

ITEM SENSITIVITY

The fourth and final evaluative dimension is the de-
gree to which the items on the test are judged to be
sensitive to instructional impact. The panelists must
either be able to render judgments themselves on a sub-
stantial number of actual items from the test or have
access to item-by-item judgments rendered by others.
In either scenario, the item reviewers must make judg-
ments, one item at a time, about a sufficiently large num-
ber of actual items so that a defensible conclusion can
be drawn about the instructional sensitivity of a test.
Sometimes, because of test-security considerations, these
judgments may be made in controlled situations by
individuals other than the regular panelists. Ideally, the
panelists would personally review a test’s items one at
a time.

There are three aspects of this evaluative dimension
that, in concert, can allow panelists to arrive at a rating
of a test’s item sensitivity. First, three separate judgments
need to be rendered about each item. These judgments
might take the form of Yes, No, or Not Sure and would
be made in response to three questions:

1. SES influence. Would a student’s likelihood of re-
sponding correctly to this item be determined mostly
by the socioeconomic status of the student’s family?

2. Inherited academic aptitudes. Would a student’s
likelihood of responding correctly to this item be de-
termined mostly by the student’s innate verbal, quan-
titative, or spatial aptitudes?

3. Responsiveness to instruction. 1f a teacher has pro-
vided reasonably effective instruction related to what’s
measured by this item, is it likely that a substantial ma-
jority of the teacher’s students will respond correctly
to the item?

An instructionally sensitive item should receive a
flock of No responses for the first two questions and
a great many Yes responses for the third question. For
each item, then, the reviewers’ judgments indicating
the degree to which the item is instructionally sensi-
tive would be reported on all three of these questions.
Then the panel would use the per-item data to arrive
at a judgment on the test as a whole.

It should be noted that many current accountabili-
ty tests, especially those constructed along traditional
psychometric lines, contain numerous items closely
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linked to students” SES or to their inherited academic
aptitudes. This occurs because the mission of tradition-
al achievement tests is to permit comparisons among
test-takers’ scores. In order for those comparisons to work
properly, however, there must be a reasonable degree of
score spread in students’ tests scores. That is, students’
test results must be meaningfully different so that fine-
grained contrasts between test-takers are possible. Be-
cause students’ SES and inherited academic aptitudes
are both widely dispersed variables, and ones that do not
change rapidly, test items linked to either of these vari-
ables efficiently spread out students’ test scores. Accord-
ingly, builders of traditional achievement tests often end
up putting a considerable number of such items into their
tests, including those tests used for accountability pur-
poses.

To the extent that accountability tests measure what
students bring to school rather than what they are taught
there, the tests will be less sensitive to instruction. It is
true, of course, that SES and inherited academic apti-
tudes are themselves substantially interrelated. How-
ever, by asking panelists to recognize that either of those
variables, if pervasively present in an accountability test,
will contaminate the test’s ability to gauge instruction-
al quality, we have a reasonable chance to isolate the mag-
nitude of such contaminants.

INSTRUCTIONAL SENSITIVITY REVIEWS

The vast majority of today’s educational account-
ability tests are fundamentally insensitive to instruc-
tional quality. If these tests cannot indicate whether stu-
dents’ scores are affected by the quality of a teacher’s in-
struction, then they prevent well-intentioned account-
ability programs from accomplishing what their archi-
tects had hoped. If educators find that the quality of
their instructional efforts is being determined by stu-
dents’ scores on accountability tests that are inherently
incapable of detecting effective instruction, they should
take steps to review the tests’ instructional sensitivity.
The judgmental procedures set forth here provide the
framework for a practical process for carrying out such
a review.

If the review of an accountability test reveals it to be
substantially sensitive to instruction, then it is likely that
other test-influenced elements of the accountability pro-
gram are acceptable. However, if a review indicates that
an accountability program’s tests are instructionally 77-
sensitive, then two courses of action seem warranted.
First, there should be a serious attempt made to replace
the instructionally insensitive tests with those that are

(Continued on page 155)



Instructional Insensitivity
(Continued from page 150)

sensitive to instruction. If that replacement effort fails,
it is imperative to inform the public, and especially edu-
cation policy makers, that the accountability tests being
used are unable to detect successful instruction even if
it is present. In that case it is particularly important to
involve noneducators as review panelists so that the
public does not see the instructional sensitivity review
as the educators’ attempt to escape accountability. Par-
ents and members of the business community can be
readily trained to function effectively as members of an
instructional sensitivity panel.

An evaluation of the instructional sensitivity of the
nation’s accountability tests is long overdue. We must
discover whether the key data-gathering tools of the ac-
countability movement have been claiming to do some-
thing they simply cannot pull off. K
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